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ABSTRACT

Information retrieval among different modalities becomes a significant issue with many promising
applications. However, inconsistent feature representation of various multimedia data causes the
“heterogeneity gap” among various modalities, which is a challenge in cross-modal retrieval. For
bridging the “heterogeneity gap,” the popular methods attempt to project the original data into a
common representation space, which needs great fitting ability of the model. To address the above
issue, we propose a novel Graph Representation Learning (GRL) method for bridging the heterogeneity
gap, which does not project the original feature into an aligned representation space but adopts a
cross-modal graph to link different modalities. The GRL approach consists of two subnetworks, Feature
Transfer Learning Network (FTLN) and Graph Representation Learning Network (GRLN). Firstly, FTLN
model finds a latent space for each modality, where the cosine similarity is suitable to describe their
similarity. Then, we build a cross-modal graph to reconstruct the original data and their relationships.
Finally, we abandon the features in the latent space and turn into embedding the graph vertexes
into a common representation space directly. During the process, the proposed Graph Representation
Learning method bypasses the most challenging issue by utilizing a cross-modal graph as a bridge to
link the “heterogeneity gap” among different modalities. This attempt utilizes a cross-modal graph
as an intermediary agent to bridge the “heterogeneity gap” in cross-modal retrieval, which is simple
but effective. Extensive experiment results on six widely-used datasets indicate that the proposed GRL

outperforms other state-of-the-art cross-modal retrieval methods.

© 2020 Elsevier Ltd. All rights reserved.

1. Introduction

Multimedia data have greatly enriched people’s life with the
dramatic development of multimedia devices and information
transmission technology. In recent years, people have witnessed
explosive growth in various types of multimedia data, such as
image, text, audio, video, and 3D model. These different types
of multimedia data usually deliver similar semantic information
during the transportation of social networks, which is consistent
with the research of cognitive science. For example, our human
brain can apperceive the outside environment by multiple sen-
sory organs, such as the ear and eye (McGurk & MacDonald,
1976). Therefore, it is of great realistic significance to analyze the
multi-modal data and exploit the semantic relationship among
various modalities. Cross-modal retrieval becomes a highlighted
research topic to analyze the relationship between different types
of multimedia data. The early single-modal retrieval performs
the retrieval task in a single modality, such as retrieving image
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by an image (Datta, Joshi, Li, & Wang, 2008), while the cross-
modal retrieval allows the modality of the retrieved results and
the query to be different, such as retrieving image by a text
or retrieving text by an image (Peng, Huang, & Zhao, 2017).
However, there exists a vast “heterogeneity gap” among differ-
ent modalities, which brings great difficulties for cross-modal
retrieval. The “heterogeneity gap” means that the feature spaces
of different modalities are different, so the similarity of different
modal instances cannot be measured directly.

For bridging the “heterogeneity gap”, most existing cross-
modal retrieval methods aim at mapping the features of different
modalities into a feature-shared subspace. This idea is based on
a hypothesis that there exists a common semantic space, where
the semantic similarity measurement is suitable for all instances
of all modalities. Therefore, many cross-modal retrieval methods
have been proposed to learn the aligned representation of various
modalities. For example, early works, such as Canonical Corre-
lation Analysis (CCA) (Hotelling, 1936) and Cross-modal Factor
Analysis (CFA) (Li, Dimitrova, Li, & Sethi, 2003), mainly adopt
linear projection to fitting the aligned representation learning
process. This branch of cross-modal retrieval methods is classi-
fied as traditional method. However, the aligned representation
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learning process is highly complex and nonlinear, which is hard
for traditional methods.

In recent years, inspired by the great success of deep learning,
many Deep Neural Networks (DNNs) based methods have been
proposed to solve cross-modal analysis issue. Compared with tra-
ditional cross-modal retrieval methods, these approaches show
superior performance in cross-modal retrieval tasks because of
the enormous capacity of nonlinear learning. Besides, adversar-
ial learning gradually obtains great concern since Goodfellow,
Pouget-Abadie, Mirza, et al. (2014) proposed Generative Adver-
sarial Networks (GANs). Motivated by the progress of GANs, many
researchers attempt to apply the adversarial learning mecha-
nism into DNNs based cross-modal retrieval models. Adversarial
learning-based methods (Xu et al., 2018; Zhang & Peng, 2019)
achieve excellent retrieval accuracy compared with other ap-
proaches. Furthermore, introducing both adversarial learning and
DNNs into aligned representation learning becomes a popular
strategy in cross-modal retrieval. However, because adversarial
learning is not suitable for graph embedding strategy, we do
not introduce this idea in the proposed method. Besides, hash-
ing coding-based methods also achieve remarkable cross-modal
retrieval performance, such as Deng et al. (2019), Deng, Yang,
Liu, and Tao (2019), Yang et al. (2018) and Zhang, Lai, and Feng
(2018). Their main idea is to learn deep representations for var-
ious modalities and then encode the features into a semantic
shared hamming space by hashing coding. Various technologies
can be taken into account in learning deep representations, such
as adversarial learning, and generative network. Hashing coding-
based methods are an essential branch in large-scale information
retrieval.

The graph model shows high potential capacity in machine
learning because of its characteristic data structure, which can
present the connections among different data. For example, the
recommendation system in social networks aims at mining the
preferred contents by studying the users’ previous action net-
works. Therefore, some researchers attempt to introduce graph
model into the aligned representation learning. For example, Wu,
Wang, and Huang (2018) introduce a semantic graph as additional
information to preserve the local and global semantic struc-
ture during the aligned representation learning process. Besides,
Yu et al. (2018) realize the cross-modal retrieval by modeling
the text with graph convolutional network, and Wang et al.
(2018) introduce graph regularization into objective function in
modality-independent feature learning for cross-modal retrieval.
These methods adopt graph as an additional constraint for aligned
representation learning, which also improves the ability of shared
representation learning,.

Inspired by their works, in this paper, we propose a Graph
Representation Learning (GRL) approach to accomplish shared
representation learning for cross-modal retrieval. On the con-
structed cross-modal graph, each vertex represents a multimedia
instance, and the connections among different vertexes indicate
the similarity information of the original multimedia data. The
GRL views the cross-modal graph as a bridge to link the “hetero-
geneity gap” among different modalities and then adopts a graph-
embedding layer to project different vertexes to low dimensional
representations. The framework of the proposed model is pre-
sented in Fig. 1. Specifically, we adopt the pre-trained models to
extract the features of different modalities. Then, an FTLN model
for each modality is applied to transfer the original features into
a latent space. This step is designed to make the features suitable
for graph construction. The FTLN models are optimized by the
triplet loss function with cosine distance. At last, we adopt a
graph-embedding layer to learn the modality-invariant features
for all instances. In optimizing of the proposed GRLN, the overall
objective function contains two parts, supervised learning loss
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and unsupervised learning loss. Category constraint supervises
our model to learn more discriminating features in the label
space. During the unsupervised learning process, the graph local
structure optimization loss is adopted to keep the neighboring
instances close in the embedded space.

The previous works aim to project the original multimedia
data into aligned representation space by linear learning or deep
neural networks. However, the proposed method does not di-
rectly process the original data but reconstructs the data and their
relationships into a cross-modal graph and then utilizes the graph
structure to learn the aligned representation. The proposed GRL
utilizes a cross-modal graph as a bridge to link the “heterogeneity
gap”. Compared with previous works, the proposed method is
more straightforward but more effective, which does not need
plenty of computing resources and converges rapidly.

Compared with previous researches, the main contributions of
our work can be summarized as follows.

e A novel cross-modal retrieval method named Graph Repre-
sentation Learning is proposed to bridge the vast “hetero-
geneity gap” among various modalities. We represent the
original multimedia data by a cross-modal graph, in which
each vertex denotes an original multimedia instance, and
the connections indicate the semantic similarity informa-
tion. Then, we adopt a node-to-vector strategy to embed
every node into a low-dimensional vector. Because we do
not process the original data, the proposed method can
effectively project the original various modal data into an
aligned representation space, which is an effective attempt.
Sufficient experimental results indicate that the proposed
method obtains the best performance and makes significant
improvements compared to previous works.

We propose a pre-aligning framework named Feature Trans-
fer Learning Network before constructing the cross-modal
graph, aiming to transfer the original feature to an aligned
latent space. In the latent space, cosine similarity is adopted
to construct the k-nearest neighbor graph. In the exper-
iment, we adopt different Feature Transfer Learning Net-
works to verify the feasibility of the proposed pre-aligning
strategy. The experimental results show that this is an
efficient mechanism for improving cross-modal retrieval
performance.

For optimizing the GRLN model, adopting category con-
straint with AMSoftmax function (Wang, Cheng, Liu, & Liu,
2018) ensures the embedded representation is discrimina-
tive in the label space. Also, a simple but effective unsuper-
vised objective function is proposed to optimize the local
graph structure. This function adopts Laplacian Eigenmaps
as the graph optimization term, which aims at keeping the
embedding of two nodes close if they are similar in the
original feature space.

The structure of this paper is organized as follows. The second
section draws the related work in cross-modal retrieval. The
third section presents the details of the proposed GRL method.
The detailed experimental results and analyzes are shown in the
fourth section. An overall conclusion of the paper is in the final
section.

2. Related work

In this section, we review the related works of cross-modal
retrieval. As mentioned before, the most challenging problem of
cross-modal retrieval is how to bridge the “heterogeneity gap”
among different modalities. Therefore, the mainstream of cross-
modal retrieval approaches is common space learning, which
can represent these different modal data in semantic shared
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Fig. 1. The overall framework of the proposed Graph Representation Learning method for cross-modal retrieval.

representation space. The similarity among different instances
can be calculated directly by common similarity measurements,
such as cosine distance and Euclidean distance. Existing cross-
modal retrieval methods include traditional methods, DNN-based
methods, and graph regularization based methods.

2.1. Traditional methods

Traditional methods mainly aim at learning a linear projection
matrix for feature shared space, which is the basic paradigm
and precedent of common space learning. For instance, Canonical
Correlation Analysis (CCA) (Hotelling, 1936) proposed by Hardoon
et al. is one of the most representative works in cross-modal
retrieval. CCA learns a shared space by maximizing the pairwise
correlations between different modal data. As an early classical
work, CCA has many variants such as Kernel CCA
(KCCA) (Hardoon, Szedm’ak, & Shawe-Taylor, 2004), Semantic
Correlation Matching (SCM) (Pereira et al., 2013), Deep CCA
(DCCA) (Andrew, Arora, Bilmes, & Livescu, 2010), Multi-view
CCA (Gong, Ke, Isard, & Lazebnik, 2014), and multi-label CCA
(ml-CCA) (Ranjan, Rasiwasia, & Jawahar, 2015), which are the
most popular baseline models in cross-modal retrieval. To be
specific, the original CCA is an unsupervised method for cross-
modal retrieval, which does not utilize the semantic information.
Therefore, the researchers attempt to introduce semantic super-
vision into the common representation learning model, such as
Semantic Correlation Matching (SCM) and multi-label CCA (ml-
CCA) (Ranjan et al.,, 2015). Pereira et al. propose SCM, which
combines traditional correlation matching (CM) and semantic
matching (SM). Multi-label CCA (Hotelling, 1936), an extended
version of CCA, is designed to deal with multiple label cross-
modal retrieval problem. Multi-view CCA (Gong et al., 2014)
takes ground-truth semantic labels as the third view of additional
supervision. Analogously, another classical statistical correlation
analysis for cross-modal retrieval is Cross-modal Factor Analysis
(CFA) (Li et al., 2003), which directly minimizes the Frobenius
norm of different modalities in the aligned representation space.
Wang, He, Wang, Wang, and Tan (2015) solve the cross-modal
retrieval problem by introducing a joint feature selection and
subspace learning (JFSSL) method, combining subspace learning
for different modalities and norms for coupled features selection.
In recent years, researchers try to incorporate extensive informa-
tion into aligned representation learning in order to learn a more
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robust linear projection, such as Partial Least Squares (Rosipal
& Kramer, 2006) and adaptive semantic hierarchy (Kang, Xiang,
Liao, Xu, & Pan, 2015). Deng, Tang, Yan, Liu, and Gao (2015)
proposed discriminative dictionary learning with a common label
alignment based method to realize cross-modal retrieval. Due to
the perfection of linear projection based common representation
learning, traditional methods have made significant progress.
However, due to the limited fitting capacity of linear projection,
the problematic “heterogeneity gap” cannot be solved directly by
linear projection.

2.2. DNNs-based methods

With the advancement of deep learning, deep neural networks
(DNNs) have shown significantly superiority in many challeng-
ing tasks, such as image classification (Ciresan, Meier, Masci,
Maria Gambardella, & Schmidhuber, 2011) and object detec-
tion (Ren, He, Girshick, & Sun, 2015). DNNs have a great non-
linear fitting capacity, which makes it successfully applied in
cross-modal retrieval. For example, Andrew et al. (2010) intro-
duce DNNs into the traditional CCA, named DCCA, to improve
the original CCA’s performance. Srivastava and Salakhutdinov
(2012) introduce a deep belief network (Multimodal DBN) into
cross-modal retrieval architecture for learning a joint represen-
tation of multimodal data. Wei et al. (2017) fulfill cross-modal
retrieval by adopting DNN-based visual features extracted by the
pre-trained CNN model large-scale image dataset, which shows
the superiority of deep feature in cross-modal retrieval. Peng,
Huang, and Qi (2016) propose a two-stage learning strategy,
cross-media multiple deep networks (CMDN), to exploit the com-
plex correlation of different modalities. The first stage generates
the separate representation of each modal instance, and the
second stage learns the shared representation by a deep two-
level network in a hierarchical manner. The cross-modal hybrid
transfer network (CHTN) (Huang, Peng, & Yuan, 2017) introduces
transfer learning to improve cross-modal retrieval performance.
Besides, MNiL (Zhang, Ma, Li, Huang, & Tian, 2017) is a DNN-
based method that combines LSTM and ResNet for large-scale
cross-modal retrieval.

The DNNs based methods mainly contain two types in cross-
media retrieval. The first type directly makes use of the great
non-linear ability of projection to realize common space learn-
ing, while the second type utilizes the capacity of DNNs and
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combines other learning strategies, such as adversarial learning.
As is known, adversarial learning has been successfully applied
in various tasks with the development of generative adversarial
networks. Under this circumstances, many researchers attempt
to apply this effective mechanism in the cross-modal retrieval
model, such as Gu, Cai, Joty, Niu, and Wang (2018), Huang, Peng,
and Yuan (2020), Tzeng, Hoffman, Saenko, and Darrell (2017)
and Wang, Yang, Xu, Hanjalic, and Shen (2017). Specifically,
Wang et al. (2017) combine the idea of adversarial learning
and triplet constraint to learn the modality-invariant represen-
tations for different modal data, named Adversarial Cross-modal
Retrieval (ACMR). The modal-adversarial hybrid transfer net-
work (MHTN) proposed by Huang et al. (2020) is also based on
adversarial learning. MHTN consists of two subnetworks, modal-
sharing knowledge transfer subnetwork and modal-adversarial
semantic learning subnetwork. Adversarial discriminative domain
adaptation (ADDA) (Tzeng et al., 2017) combines discrimina-
tive modeling and GAN-based loss for domain adaptation task,
which shows more excellent performance than other methods.
Gu et al. (2018) incorporate bi-modal generative models, text-to-
image generative, and image-to-text generative models into the
cross-modal feature embedding, which can learn both the global
abstract feature and the local features over texts and images.
Peng et al. propose cross-modal generative adversarial networks
(CM-GANSs) (Peng & Qi, 2019) to learn discriminative common
representation for bridging the heterogeneity gap. Generally,
combining DNNs and GANs becomes the most popular strategy
for shared space learning in cross-modal retrieval.

2.3. Graph related methods

In cross-modal retrieval, another notable strategy is introduc-
ing a graph into the model construction process. Graph regular-
ization is an effective mechanism in semi-supervised learning,
which considers the problem as labeling a partially labeled graph.
In literature Zhai, Peng, and Xiao (2014), Zhai et al. propose
a joint representation learning (JRL) method that can integrate
the sparse and semi-supervised regulation for different models
into a unified optimization problem. Specifically, they construct
separate graphs for up-to five media types, in which the edge
weights denote affinities of labeled and unlabeled data of the
same media type. Peng, Zhai, Zhao, and Huang (2016) propose a
semi-supervised cross-modal feature learning method with uni-
fied patch graph regularization (S*UPG). S?UPG constructs the
cross-media graph for all types of media data, which contributes
to exploiting multi-level correlations of cross-media data. Many
recent works (Liang, Li, Cao, He, & Wang, 2016; Wang et al,,
2018) introduce graph regularization as an essential part of their
cross-modal retrieval models, which can preserve the intra-modal
and inter-modal affinity relationships. Besides, Xu, Li, Yan, et al.
(2019) combine graph convolutional networks with hashing for
cross-modal retrieval.

The above summarization indicates that current cross-modal
retrieval methods are mainly based on common subspace learn-
ing. Many researchers have proposed various approaches to
achieve this goal, including traditional methods, DNNs based
methods, and graph-related methods. The graph-related methods
only use the graph regulation term as an additional constraint to
obtain better retrieval performance. Compared with their meth-
ods, the proposed GRL adopts the cross-modal graph as a bridge
to link different modalities, in which the graph structure indicates
the affinity relationship among different modal instance. Then,
embedding each vertex into a feature vector plays the role of
learning the shared representations of all instances.
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3. The proposed method
3.1. Problem formulation

For each dataset, it consists of N instances belonging to Ty
modalities, denoted as {o0, ..., oM¢ ... oM}, where Mp is the
modal type such as text, image, audio, video, etc. A one-hot vector
of label y; = [y}, V), ..., y-] € R, where C is the number of
all categories in each dataset, is assigned to each media instance.
All instances of each modality are divided into three sub-datasets
randomly, Ny pairs of instances for training, N; pairs of instances
for validating, and N, pairs of instances for testing. The goal
of the proposed method is to find an aligned representation
space for all instances, where the similarities of instances can
be denoted by Euclidean distance or cosine similarity. The basic
idea of the proposed model is shown in Fig. 2. To be specific,
the proposed method consists of two main subnetworks, Fea-
ture Transfer Learning Network (FTLN) and Graph Representation
Learning Network (GRLN). The FTLN aims to find a latent space for
every modality before constructing the cross-modal graph, where
the cosine similarity is suitable to represent the similarity of the
instances. Then, the GRLN formulates a graph-embedding model
for embedding all vertexes into a low-dimensional latent space,
where each vertex represents a multimedia instance.

Specifically, the FTLN consists of several networks, which is
determined by the number of modalities. The FTLN has various
implementations, such as multiple fully-connected layers and
transfer learning. For better presentation, we adopt multi-layer
fully-connected layers to transfer the original feature to a latent
space. As follows,

(HM, ... H» ... HMn)

M M Mr, .
=f(o",...,0"",...,070;0,...

(1)
79P7 ~--79T0)7

where Hr is the adjusted feature of the M, modality in latent
space and 6p is the network learnable parameters of the M,
modality. The cross-modal graph is constructed from the adjusted
features HY» by cosine similarity.

During graph embedding learning, each vertex of the con-
structed graph is projected to a specific vector. The similarity of
instances among various modalities can be represented by cosine
similarity. Then, the retrieval results of a query can be obtained
by ranking the similarities. The following formula abstracts these
sub-processes.

Mo

(Mo, ... uM, o pMoy=f(HMo . HMP . HMT; 6, 0),

(2)

where u™p is the hidden representation of Mp modality, ¢ is the
learnable parameter matrix of the embedding layer and 6 is the
learnable parameters of the semantic classification sub-network.

3.2. Feature Transfer Learning Network

As mentioned before, we need to construct a k-nearest neigh-
bor cross-modal graph by cosine similarity. However, as a matter
of experience, the cosine similarity may not be the most proper
similarity measure metric for the original BOW feature and the
original VGG19 feature. Therefore, we adopt a pre-aligning strat-
egy named FTLN to adjust the distribution of the original feature.
In theory, the FTLN can have various types of networks to learning
the latent representation. To illustrate accurately, we adopt fully
connected layer as the FTLN, as shown in Fig. 3. To ensure the
latent space features be suitable for cosine similarity measure-
ment, we aim to project these features into a new latent space. To
be specific, taking image modality as an example, we first obtain
the original high-level representation o;'. Then, the model adopts
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the triplet ranking loss function to maximize the cosine similarity
of different categories and minimize the cosine similarity of the
instances belonging to the same class. Then, we can obtain the
hidden feature H' of image modality.

As is known to all, the triplet ranking loss needs a distance
metric in its function expression. It should be noted that all dis-
tances between the mapped latent representations H' are calcu-
lated by cosine distance. The reason for choosing cosine similarity
instead of Euclidean distance is that cosine similarity considers
the angle of two vectors while Euclidean distance considers the
spatial distance. Compared with Euclidean distance, cosine simi-
larity plays a vital role in many tasks, such as image classification
and information retrieval, because of its robustness. What is
more, we construct the cross-modal graph by cosine similarity in
the next step. Therefore, the distance of triplet loss adopts cosine
distance in the FTLN model, as follows.
d(v;, vj) = cos(h, hj)

fv(oiv ev)T 'fv(ojl" Ov)
||fu(0} ev)” : ||fu(ojl'a 91})”

As mentioned before, we adopt triplet constraint to optimize
the FTLN model. Therefore, we need to construct triplets which
consist of an anchor, a positive sample, and a negative sample.
Firstly, for each modality, we build positive pairs by randomly

(3)
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selecting two instances with the same label. Specifically, we built
positive pairs {(v,, v )} where v; is selected as an anchor while
vt with same label is 3551gned as a positive match. Secondly, we
select negative samples having different semantic label to build
negative pair {(v,—, ”k_)},-- Combining positive pair and negative
pair, we construct a set of triplets {(v,-, vj+, )} Finally, we com-
pute the semantic invariance loss using the folfowmg expression
that takes the triplets as input.

Lo = y_ max(8 — d(vi, vj") + d(vi, v ), 0),
ij,k

(4)

where § is margin value. In addition, we introduce the regulariza-
tion term to prevent the parameters from overfitting, as follows.

L3 (W),

k=1

(5)

Lreg =

where F denotes the Frobenius norm and W is the parameters of
DNNs. Therefore, the overall loss function of FTLN model is

LN = Ltriplet + Ereg- (6)
3.3. Cross-modal graph construction

At first, we give a brief introduction to the graph model.
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Definition 1 (Graph). A graph is denoted as G = (V, E), where
V = (v1,..., vy) is the vertexes and E = {ei,]-};"j:1 is the edges.
Each edge e; is associated with a weight w; ;, which indicates the
strength of the connection between two vertexes.

In our experiment, we only adopt binary value weight for the
connections, as follows.

0,
wjj = 1

In our work, we construct the multi-modal graph by three
types of connections. The first type is semantic connections for
all training data. The second type is pairing connections for all
training data. The last type is the k-nearest neighbor connec-
tions for all instances. To be specific, the connections of any
instance hf.wp (Mp is the modality of this instance) contains three
types. The semantic connection denotes the instance h?/'i is con-

nected with h;wk of another modality if h?/”' and hJM" belong to the
same category. Because the semantic connection crosses differ-
ent types of multimedia data, the semantic connection is also
called inter-modal connection, which indicates the category in-
formation of training instances. The local similarity connection
denotes the k-nearest similar neighbors calculated by cosine sim-
ilarity. The local similarity connections only exist in the same
modality, so it is also called intra-modal connections. In real-
ity, the multimedia data usually present in a pairing manner,
such as Wikipedia dataset, Pascal Sentence dataset, and NUS-
WIDE-10k dataset. Therefore, the constructed cross-modal graph
of these datasets has another connection, pairing connection.
Although the inter-modal semantic connections already contain
the pairing connections, we still introduce this type of connection
in constructing the cross-modal graph. The reason is that the
pair connections are crucial for aligning the image modality and
text modality on account of the pair connections can denote
the instances’ relationships in the same category. In the train-
ing process, the pairing connection and semantic connection are
optimized by the different objective functions.

Cosine distance considers the angle size of two feature vectors,
which is widely used in information retrieval. Therefore, our
experiment adopts cosine similarity to construct the k-nearest
similar local structure. For each vertex, k vertex indexes N, . is
assigned to indicate its neighborhoods if these vertexes in the
k-nearest similar neighborhood. In the cross-modal graph: an
instance of multimedia data is represented by a vertex; the intra-
modal connection is the k-nearest cosine similarity neighbor; the
inter-modal connection is the various modal data with seman-
tic information. Their connection status represents the weight

if ith vertex is not connected with jth vertex,
if ith vertex is connected with jth vertex.

(7)
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between any two vertexes. Besides, some datasets have pairing
connections if their multimedia data present in a pairing manner.
Therefore, the original data relationships are represented by the
constructed graph, as shown in Fig. 4. The left figure is the
concept map of the constructed cross-modal graph, while the
right figure is the visualization of a part of the cross-modal
graph on the Wikipedia dataset. In both concept graph and
visualization graph, the color of nodes denotes the category
label. The visualization of cross-modal graph shows that the
image modality and text modality are distributed in two different
subspaces before graph representation learning. Nonetheless, in
same modality, the instances are relatively clustered in different
colors. For intuitively observing the constructed graph, Fig. 5
shows several examples selected from the cross-modal graph on
Wikipedia dataset. Finally, graph representation learning aims to
map the graph vertexes into a low dimensional space, where a
low-dimensional vector denotes each vertex.

3.4. Graph Representation Learning Network

The framework of the proposed GRLN model is shown in Fig. 6.
As mentioned before, graph representation learning is a node-to-
vector embedding problem, instantiated with graph embedding.
Graph embedding is the same as the problem of the word-to-
vector model in the natural language process, which refers to
embedding a one-hot high-dimensional vector into a continuous
vector with a low dimension in aligned representation space.

The following content presents the definition of graph embed-
ding.

Definition 2 (Graph Embedding). Given a graph G = (V,E), a
graph embedding is a mapping f:v; — y; € R%, Vi € [1,...,n]
such that d <« |n| and the function f preserves some proximity
measure defined on graph G.

An embedding maps each node to a low-dimensional feature
vector and tries to preserve the connection strengths between
vertices. Adopting global semantic supervision and graph local
context learning optimizes the proposed GRL, which can keep the
global semantic consistent and preserve the local graph struc-
ture, respectively. To be specific, for semantic connections, we
adopt global semantic supervised loss function as objective. For
local similarities connections, we adopt unsupervised graph local
context learning loss function as objective. We also adopt the
unsupervised graph local context learning loss function for these
datasets with pairing connections.
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3.4.1. Global semantic supervised loss

The category supervision is adopted to preserve the global
semantic information, where can bring instances together if they
are with the same semantic connections. Specifically, a fully-
connected layer predicts the category in our model. Then, using
cross-entropy loss function optimizes the class distribution, as
follows.

N
1 .
L= ;yi log(7). (8)
k=

where y; is the predicted category. Instead of traditional softmax
function, a more advanced Additive Margin softmax function

(AMSoftmax) (Wang, Cheng, Liu, & Liu, 2018) is introduced to
formulate the probability. The AMSoftmax function is

es(zi—mo)

Ji=— c :
es(zi—mo) + Zj:l,i#j eSzi

where s is a scale factor and myg is the margin size. Besides, z; is
the output of the fully connected layer, as follows.

(9)

z=W'ui+b (10)

where u; the embedded vector of the ith instance. The supervised
loss only applies to the training data. To prevent overfitting, we
introduce £;-norm regularization term in category supervised
loss function, as follows.

K

1
fs =3 D0 (IW97).

k=1

(11)

where F is Frobenius norm and W is the parameters of semantic
predict layer.
Eventually, the loss function of category supervision is

Ligpel = Ls + Ereg~ (12)
3.4.2. Unsupervised graph local context learning loss

For local structure of the graph, the connections indicate their
affinity relationships. Optimizing loss function of graph context
learning is unsupervised learning, as follows.

— . —oj j (i 145)

LGraph = E(ltiylljﬁwi.j)”N;,ar log(1 + e~ @iili-kity, (13)
where N, is the connected neighbors of the ith node. If the
dataset has pairing connections, N; . contains pairing instances.
According to Jenson inequality, the graph context learning loss

can be rewritten as

L:Graph = E(Mi-#j,wi,j)NN;;or log(l + e_wi'j(ﬂi’uﬂ)

).

We adopt the widely used Laplacian Eigenmaps (LE) (Zhai et al.,
2014) as the graph optimization term. Laplacian Eigenmaps (LE)
aims to keep the embedding of two nodes close if the weightw; jis
large. Therefore, the graph optimization function is defined as
follows.

- o (14)
Z log(l + e E(M’ﬂj'wivj)Nle;or(www’hﬂj))

—E i (o5lnin)

LGraph = log(1+e (it i) Npor e ), (15)

= log(1 4 e~ *“1£)
where,

1 2
Lig= 5 Zwi,j ”f(oi; 9) _f(oj; Q)HZ

Lj
(16)

1
=3 > o mi— ul;
ij

=tr(n'Lp),
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Here, L is the Laplacian of the graph G. The loss function Lgrapn

plays the function of preserving the local graph structure, which

assures that the neighboring instances are also close in the em-

bedded space. It should be noted that both the pairing connec-

tions and local graph connections are optimized by Lcrqph.
Finally, the overall loss function is

Lmix = o Liabel + %1 LGraph» (17)

where oy and «; are balancing factors. For optimizing the pro-
posed model, the goal is to minimize the loss function by gradient
descent. During the training process, the two loss functions are
optimized alternately. It is important to note that both kinds of
loss functions are indispensable for achieving the desired perfor-
mance. Therefore, the unsupervised loss function and the super-
vised loss function have the same contribution in improving the
cross-modal retrieval performance.

3.5. Optimization

For optimizing the proposed method, we need to optimize the
two subnetworks, FTLN and GRLN. By minimizing the overall
loss Ly and Ly as a function of parameter {6, ..., 6p, ...,

9T0} and 16,6 respectively, we can optimize the aforemen-
tioned model. Therefore, our goal is to find the parameters
{00, ., 0p, ..., 010} and {9, é} for getting the excellent perfor-
mance, as follows.

(6o ... min

0+--s6p ey

LFIIN, (18)

To

Op,....0p) = arg,

(9, é) = arg min Lomy. (19)
0.0

To be specific, the essential step is to calculate the derivative
of the two loss functions. Based on the two equations, we can
update the parameters as follows:

0LIN

%) 6p —u s 20

p < 0p — U 30, (20)
aﬁmix

6 0—u s 21

<~ 1 30 (21)
R o 0L i

0«0 —uy 31”“ (22)

where ug and u; denote the learning rates for the two subnet-
works respectively. The parameter update of the two equations
can be realized by RMSprop optimization algorithm. Algorithm 1
shows the details of the optimization process. It should be noted
that the proposed method takes all of the data into account dur-
ing the optimization, including the testing data. The testing data
are optimized by the unsupervised learning process. For newly
added data, updating the cross-modal graph and fine-tuning the
optimized GRLN model can obtain the aligned representation of
these data.

4. Experimental results and evaluation

In this section, we do extensive experiments and in-depth
analyses on several widely-used datasets to objectively and fully
verify the effectiveness of the proposed GRL in cross-modal re-
trieval task.

4.1. Datasets and features

The cross-modal retrieval experiments are conducted on the
widely used datasets, namely Wikipedia dataset (Rasiwasia et al.,
2010), NUS-WIDE-10k dataset (Chua et al., 2009), Pascal Sen-
tences dataset (Rashtchian, Young, Hodosh, & Hockenmaier, 2010),
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Algorithm 1: The training algorithm of the proposed GRL

Input: 772 : mini-batch size; #,: Learning rate of Feature Transfer Learning Network; 2/, :

learning rate of Graph Representation Learning Network; ¢, : trade-off factors for [:Gmp,,;

Output: weight parameters {190,- --,0,,,-~,¢9TO} and {9, é} of FTLN and GRLN respectively.

begin
Initialize FTLN model with random weights.
repeat
Sample mini-batch size triplet tuples based on their semantic information

Update parameters of the FTLN model

BC FTLN
a0

P

00, 0,-u,

end until FTLN model converges

Obtain the H” latent feature for all every modality

Construct the cross-modal graph

Initialize GRLN model with random weights.

repeat
Sample mini-batch size 772 instances from cross-modal graph
Update the parameters of the GRLN model

e ) oy, Oom
o0

. 0(—9-1416

end until GRLN model converges

Obtain the aligned representations for each modality

end

PKU XMedia dataset (Peng et al., 2017), PKU XMediaNet dataset
(Peng, Qi, & Yuan, 2018), and MSCOCO dataset (Lin et al., 2014)
respectively. It should be noted that both PKU XMedia dataset
and PKU XMediaNet dataset consist of five types of media data.
For the five datasets, the image feature is 4096-dimensional VGG-
19 feature (Simonyan & Zisserman, 2014) and the text feature
is 3000-dimensional BOW feature, if we do not explain spe-
cially. The detailed statistic information of the evaluated datasets
are shown in Table 1. The next content presents the detailed
information about these five datasets.

Wikipedia dataset (Rasiwasia et al.,, 2010) is constructed from
the “featured article” of Wikipedia, which consists of 10 high-
level semantic categories such as art and history. This dataset
contains 2866 image-text pairs and each image-text pair only
belongs to one class. The experiment details of the Wikipedia
dataset strictly follow the partition shown in McGurk and Mac-
Donald (1976). We randomly choose 2173 image-text pairs as
training set, 231 pairs of instances as validating set, and 462
image-text pairs as testing set.

NUS-WIDE-10k dataset (Chua et al., 2009) is a part of a well-
known large-scale dataset, named NUS-WIDE dataset, which con-
tains 269,648 images and several corresponding semantic tags
for each image. Following Huang et al. (2017), we choose the 10
largest categories of images with a unique label to conduct the
experiments. In total 10,000 image-text pairs, we choose 8000
pairs of instances for training and 1000 pairs of instances for
testing. The text feature is 1000-dimensional BOW feature.

Pascal Sentence dataset (Rashtchian et al, 2010) contains
1000 images of 20 categories. Each image is described by five
sentences, which is viewed as a document. Our experiment splits
the dataset into three sub-datasets, 800 pairs for training, 100
pairs for validating and 100 pairs for testing.

PKU XMedia dataset (Peng et al.,, 2017) is constructed for
multi-modal retrieval, which contains five modalities, image,
text, audio, video, and 3D model. This dataset contains 4000
images, 4000 texts, 500 videos, 1000 audios, and 500 3D models.
In our experiment, the dataset partition follows the previous

151

Neural Networks 134 (2021) 143-162

work (Huang et al, 2020). The adopted features are as fol-
lows: video feature, 4096-dimensional CNN feature; Audio, 29-
dimensional MFCC (Han, Chan, Choy, & Pun, 2006); 3D model,
4700-dimensional LightField feature (Chen, Tian, Shen, & Ouhy-
oung, 2003).

PKU XMediaNet dataset (Peng, Qi, & Yuan, 2018) is a large-
scale dataset of texts, images, videos, audios, and 3D models for
cross-modal retrieval, which consists of five types of media data
with more than 100,000 instances. This dataset consists of 40,000
texts, 40,000, 10,000 videos, 10,000 audios, and 2000 3D models.
The total number of all multimedia instances exceeds 100,000.
The data partition is shown in Table 1. The video feature is ex-
tracted by C3D model (Tran, Bourdev, Fergus, Torresani, & Paluri,
2015), which is pre-trained on Sports1M (Karpathy et al., 2014).
The audio feature is extracted by jAudio (McKay, Fujinaga, &
Depalle, 2005) using its default setting. The same to PKU XMedia
dataset, the 3D model is represented by 4700-dimensional vector
of a LightField descriptor set.

MSCOCO dataset (Lin et al., 2014) is a large-scale dataset for
various tasks, such as object recognition, image classification,
and cross-modal retrieval. The dataset contains about 120,000
instances of image-text pairs. In this dataset, five sentences de-
scribing one image. In our experiment, the five sentences are con-
sidered as a document. It should be noted that each image-text
pair of MSCOCO dataset is associated with multiple class labels.
Following previous works (Peng, Huang, & Qi, 2016), we adopt
66,226 instances for training, 16,557 for validating, and 16,557 for
testing. The 4096-dimensional image feature and 2000-
dimensional text feature are extracted by the VGG19 model and
BoW model, respectively.

4.2. Evaluation metric and implementation details

4.2.1. Evaluation metric

We adopt the widely used metric in cross-modal retrieval,
Mean Average Precision (MAP), to evaluate the performance of
the proposed method. Mean Average Precision (MAP) score, the
mean value of ground-truth matchings in the retrieved results
for all queries, is a very popular evaluation metric in retrieval
tasks. For every query, the Average Precision is computed as the
following formula.

N
1R
AP = k j_gl 7 X relj,

where rel; is denoted by 0 or 1, and R; is the sequence number
of the relevant instances among the top-j retrieved results. Then,
we obtain the eventual MAP by calculating the mean value of all
the average precision values, as follows.

N
1
MAP = = X;AP,
]:

In our experiments, the mean average precision is calculated
by all the retrieved results not top-50 results (Wang et al., 2017)
if we do not explain specially. Besides, it should be noted that the
MAP scores are presented in percentage type in our paper.

Besides, the top returned instances are usually more important
in evaluation of information retrieval. As is common in informa-
tion retrieval, we also measure the performance by recall at K
(R@K) defined as the fraction of queries for which the correct item
is retrieved in the closest K points to the query. The calculation
formula is as follows,

1 N
ROk = ;Rej,

where Re; is 1 if the correct instance is returned in the top-k
results, otherwise it is 0.

(23)

(24)

(25)
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Table 1

The detailed statistic information of the evaluated datasets.
Dataset Category Modality number Image feature Text feature Train Valid Test Total
Wikipedia 10 2 4096d VGG19 3000d BowW 2,173 231 462 2,635
NUS-WIDE-10k 10 2 4096d VGG19 1000d BoW 8,000 1,000 1,000 10,000
Pascal Sentence 20 2 4096d VGG19 3000d Bow 800 100 100 1,000
PKU XMedia 20 5 4096d VGG19 3000d BowW 9,600 1,200 1,200 12,000
PKU XMediaNet 200 5 4096d VGG19 3000d BowW 81,600 10,200 10,200 102,000
MSCOCO 80 2 4096d VGG19 2000d Bow 66,226 16,557 16,557 99,340

4.2.2. Implementation details

We implement the proposed method on a desktop computer
with an Intel Core i7-6700K CPU, NVIDIA GeForce GTX1080ti
for acceleration and 64 GB of memory. In our experiment, the
details of subnetworks are as follows: For the FTLN model, it
consists of two fully connected layers respectively and is op-
timized by triplet loss. For the GRLN model, every node index
of the cross-modal graph is embedded into a 512-dimensional
vector, which aims to learn the aligned feature. Besides, we adopt
a fully connected layer with AMSoftmax activation function for
label prediction in the supervised learning. The weight param-
eters of the embedding layer are shared in the global semantic
objective function optimization and graph local structure opti-
mization. The proposed method is implemented on Keras and
optimized by RMSprop (Tieleman & Hinton, 2012) optimizer with
backpropagation. The learning rate of RMSprop optimizer is set
as 0.001 for both two losses. The trade-off hyper-parameters of
various losses are set as 5 and 2, respectively. The value of mg
and s are 0.2 and 15 respectively. All the hyper-parameters are
determined by experiments. For different datasets, the values of
hyper-parameters have variations.

4.3, Experimental results and evaluations

Two types of cross-modal retrieval tasks are conducted for
objectively evaluating the proposed method, as follows.

e Bi-modal cross-modal retrieval. We choose the most
widely used image modality and text modality to conduct
the experiment.

Multi-modal cross-modal retrieval. The experiments are
conducted on all five modalities (i.e., image, text, audio,
video, and 3D model) of the PKU XMedia dataset and PKU
XMediaNet dataset.

For each cross-modal retrieval, there are two kinds of evalu-
ating experiments. The first is bi-directional retrieval, which
performs retrieval between two modalities, such as image
retrieve text (image — text), and text retrieve image (text
— image). The second is all-modal retrieval, which performs
retrieval within all modalities, such as image retrieve all
modalities (image — all), and text retrieve all modalities
(text — all).

The compared methods contain: traditional cross-modal
retrieval methods, such as CCA (Hotelling, 1936), KCCA
(Hardoon et al., 2004), CCA-3V (Gong et al.,, 2014), CFA (Li
et al., 2003), JESSL (Wang et al., 2015), SCM (Pereira et al.,
2013), JRL (Zhai et al., 2014), LGCFL (Kang et al., 2015), and
DNN-based approaches, such as DCCA (Andrew et al., 2010),
Bimodal AE (Ngiam et al.,, 2011), Multimodal DBN (Srivas-
tava & Salakhutdinov, 2012), Corr-AE (Feng, Wang, & Li),
Deep-SM (Wei et al,, 2017), CMDN (Peng, Huang, & Qj,
2016), CM-GANSs (Peng & Qi, 2019), MSCM (Peng, Qi, & Yuan,
2018), ACMR (Wang et al., 2017), MHTN (Huang et al., 2020),
CMST (Wen, Han, Yin, & Liu, 2019), CCL (Peng, Qi, Huang,
& Yuan, 2018), TPCKT (Huang & Peng, 2019). Among DNN-
based approaches, MHTN (Huang et al., 2020), ACMR (Wang
et al.,, 2017), CM-GANs (Peng & Qi, 2019), CMST (Wen et al.,
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2019) and TPCKT (Huang & Peng, 2019) are adversarial
learning based methods. Next, we briefly introduce some
approaches, which are not included in the previous content.

Bimodal AE (Tran et al., 2015) adopts deep networks to learn
features of different modalities and then learns a shared repre-
sentation between different modalities.

Corr-AE (Feng et al.) introduces a correspondence autoen-
coder to realize cross-modal retrieval. It models the correlation
and reconstruction learning error with two different multi-modal
autoencoders.

CMST (Wen et al., 2019) first employs an unsupervised strat-
egy to learn the endogenous semantic relationships and then
transfers the learned relationships to the common representation
subspace.

CCL (Peng, Qi, Huang, & Yuan, 2018) realizes cross-modal
correlation learning with multi-grained fusion by a hierarchical
network, which can deeply explore the intra-modality semantic
supervision and inter-modality pair-wise similarity constraints.

TPCKT (Huang & Peng, 2019) proposes the approach of two-
level progressive cross-media knowledge transfer, which trans-
fers knowledge from large-scale cross-media data, to boost the
retrieval accuracy on cross-media data of another domain.

MSCM (Xu et al., 2019) attempts to construct the independent
semantic space for each modality instead of learning the common
representation of different modalities, which can generate the
similarity of different instances by an end-to-end framework.

4.3.1. Bi-modal cross-modal retrieval

In this subsection, we compare the proposed GRL with many
state-of-the-art methods by the cross-modal retrieval accuracy to
evaluate the performance of the proposed GRL approach. For a
fair comparison, all the compared methods adopt the same MAP
metric and the same extracted features. The experimental results
of MAP(@all) are shown in Tables 2 and 4, which show the results
of bi-directional retrieval and all-modal retrieval, respectively.
Besides, we also calculate the MAP(@50), which is widely adopted
by many methods such as ACMR and CMST, to show the re-
trieval performance in the top-50 retrieved results. Table 3 shows
the MAP(@50) scores of various approaches. These experimental
results show that our proposed GRL method achieves the best
retrieval accuracy compared with all the state-of-the-art models
on all of the evaluated datasets. Besides, our proposed GRL makes
significant improvements on all the datasets. For example, on PKU
XMedia dataset, the MAP(@all) score has been improved from
84.8 to 92.0. On the PKU XMediaNet dataset, the MAP(@all) has
been improved from 55.9 to 61.8. On Pascal Sentence dataset,
the MAP(@50) score has been improved from 60.4 to 72.7. On
all-modal retrieval, Table 4 shows the same results that our
proposed method outperforms the state-of-the-art methods on
the evaluated datasets.

Among the compared methods, we can observe that most
DNNs based methods, such as MCSM, CCL, CM-GAN, TPCKT, can
obtain better performance than traditional approaches. These
results also verify the great fitting capacity of DNNs, which con-
tributes to this superior performance. Furthermore, among these
DNNs based methods, the hybrid strategy that combines DNNs
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Table 2

The MAP (@all) comparison of the cross-modal retrieval performance on Wikipedia dataset, NUS-WIDE-10k Dataset, Pascal Sentence dataset, PKU XMedia dataset, and PKU XMediaNet dataset, calculated on

all returned results.

Dataset Task CCA CFA DCCA Bimodal AE Multimodal DBN  Corr-AE  JRL LGCFL CMDN Deep-SM ACMR MHIN CCL CM-GANs MCSM TPCKT GRL
Image — Text 384 396 40.9 30.1 20.4 37.3 408 41.6 40.9 458 439 514 505 52.1 516 548 54.7
Wikipedia Text — Image 36.7 37.3 355 26.7 14.5 357 36.0 36.0 36.4 34.5 36.1 44.4 457 46.6 458 48.9 50.0
Average 365 384 382 28.4 17.5 36.5 38.8 388 38.7 40.2 40.0 47.9 48.1 494 48.7 519 52.3
Image — Text 159 299 384 234 17.8 30.6 410 408 41.0 389 44.5 52.0 48.1 - - 57.5 57.9
NUS-WIDE-10k ~ Text — Image 189 30.1 382 37.6 14.4 34.0 444 374 45.0 49.6 47.3 53.4 520 - - 58.9 594
Average 174 300 383 30.5 16.1 323 427 391 43.0 44.3 45.9 52.7 50.1 - - 58.2 58.7
Image — Text 11.0 34.1 312 40.4 438 41.1 416 38.1 458 44.0 434 49.6 576 60.3 59.8 58.6 716
Pascal Sentence  Text — Image 11.6 308 31.1 447 36.3 47.5 37.7 435 44.4 414 41.6 50.0 56.1 604 59.8 59.5 70.9
Average 113 325 311 42.6 40.1 443 39.7 408 45.1 427 425 49.8 569 604 59.8 59.1 713
Image — Text 257 292 472 59.8 9.3 45.0 770 744 79.4 82.2 70.4 85.3 - . - - 91.3
PKU XMedia Text — Image 34.1 283 46.6 64.2 12.0 43.7 80.0 804 80.5 80.7 71.0 84.3 - - - - 92.7
Average 200 286 410 26.7 123 24.2 548 387 36.3 65.7 55.5 84.8 - - - - 92.0
Image — Text 212 252 425 - - 46.9 488 44.1 48.5 39.9 - - 537 56.7 54.0 - 61.2
PKU XMediaNet Text — Image 217 40.0 433 - - 50.7 40,5 509 51.6 34.2 - - 52.8 55.1 55.0 - 62.3
Average 215 326 429 - - 48.8 447 475 50.1 37.1 - - 533 559 54.5 - 61.8
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and adversarial learning can achieve better retrieval accuracy,
such as CM-GAN, CMST, and TPCKT. ACMR is the first attempt to
introduce adversarial learning into cross-modal retrieval. Among
the adversarial learning-based methods, TPCKT and CM-GANSs ob-
tain the second and third-best performance. CM-GANs introduces
not only the cross-modal generative adversarial networks but
also a new cross-modal adversarial mechanism in cross-modal re-
trieval model. What is more, both the CM-GANs and TPCKT adopt
the pre-trained text CNN model, which is pre-trained on billions
of words in Google News, to extract the deep text feature instead
of adopting the shallow BoW feature. Although the proposed
method adopts shallow BoW feature for text, the experimental
results show that the GRL has several advantages over CM-GANs
and TPCKT. It should also be noted that, among these tradi-
tional methods, JRL and LGCFL obtain competitive performance
by comparing with DNNs based methods.

The MSCOCO is a standard dataset for cross-modal retrieval,
widely used in image-text matching task. We do experiments on
the MSCOCO dataset to evaluate the performance of the proposed
GRL. Several recently proposed methods, such as CCA (Klein,
Lev, Sadeh, & Wolf), DVSA (Karpathy & Fei-Fei), m-RNN (Mao
et al, 2014), m-CNN (Ma, Lu, Shang, & Li), DSPE (Wang, Li, &
Lazebnik), and ACMR (Wang et al., 2017), are included to compare
with the proposed method. For a fair evaluation of the MSCOCO
dataset, we follow the experimental protocol and quote the MAP
results obtained by ACMR (Wang et al., 2017). The MAP scores
of the GRL and the compared methods are shown in Table 5.
The results show that the proposed method obtains the best
MAP score, which is 93.5 with FTLN and 92.3 without FTLN. On
the MSCOCO dataset, the proposed method obtains significant
improvement (from 90.5 to 93.5) compared with the perfor-
mance of the second-best method, ACMR. The reason is graph
representation learning increase the learning ability of shared
representation learning.

For information retrieval, the top returned instances are usu-
ally more essential to obtain highly related items. Therefore, the
precision of the top returned instances is included to evaluate
the proposed method’s effectiveness. The quantitative evaluation
results of R@k are shown in Table 6. Table 6 shows that the
proposed method achieves excellent performance on precision at
the top-k returned instances. Besides, we can observe that the
MAP score metric is highly related to the R@k evaluation metric.
Specifically, the proposed GRL obtains higher R@k precision value
on Pascal Sentence dataset and PKU Xmedia dataset, which are
consistent with the results of the MAP score evaluation metric.

For visual comparison, we draw the precision-recall curves
of cross-modal retrieval tasks on the Wikipedia dataset, Pascal
Sentence dataset, NUS-WIDE-10k dataset, and PKU XMediaNet
dataset, as shown in Figs. 7, 8, 9, and 10. The visual comparison
shows that the proposed GRL has a noticeable improvement com-
pared with state-of-the-art methods. Besides, for better observing
effectiveness of the proposed method, we draw the visualized
feature distribution by t-SNE visualization (Maaten & Hinton,
2008) for the Wikipedia dataset, Pascal Sentence dataset, NUS-
WIDE-10k dataset, and PKU XMedia dataset, as shown in Fig. 11.
The numbers in the legend indicate the category labels in each
dataset. The visualization of PKU XMediaNet dataset is drawn in
Fig. 12, which contains up to 200 classes. The t-SNE visualizations
of the original feature and embedded feature indicate that the
original feature distribution is chaotic, while the embedded fea-
ture distribution is ordered. The embedded feature distribution
presents many clusters, which denote different categories of both
image and text.

To intuitively observe the cross-modal retrieval results, we
choose some retrieval examples, as shown in Fig. 13. In addition
to successful cases, Fig. 8 also shows some failure examples. For
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instance, the retrieved texts of a query image of the ‘History’
category are almost ‘warfare’ texts. The reason is ‘history’ and
‘warfare’ are indistinguishable in high-level semantic represen-
tation, even for our human beings. Therefore, the algorithm also
makes similar mistakes when it faces to this challenging issue.

4.3.2. Multi-modal cross-modal retrieval

We do experiments on the PKU XMedia dataset and PKU
XMediaNet dataset to verify the effectiveness of the proposed GRL
on multi-modal cross-modal retrieval tasks. As mentioned before,
both PKU XMedia dataset and PKU XMediaNet dataset have five
modalities, image, text, audio, video, and 3D model, respectively.
The experiment results of multi-modal bi-directional retrieval
are shown in Table 7. Compared with bi-modal retrieval, multi-
modal retrieval is more difficult because of the various feature
types. Table 7 indicates that the proposed method also can obtain
excellent performance on multi-modal retrieval tasks, especially
in the PKU XMedia dataset. However, the experiment results on
PKU XMediaNet dataset show that cross-modal retrieval is more
complicated than the PKU XMedia dataset. The reason is that
the PKU XMedia dataset only contains 20 categories, while the
PKU XMediaNet dataset contains 200 categories. The experiment
results show that the audio modality related MAP scores are
very low. As mentioned before, the audios are represented by
78-dimensional shallow feature extracted by the jAudio model.
However, the category of audio modality is up to 200, which
leads to vast differences between the original feature dimension
and the target label dimension. Therefore, the audio modality
related retrieval tasks have poor results. The proposed method
can achieve excellent performance on the other modalities, such
as image, text, video, and 3D model. In future work, improving the
retrieval results on PKU XMediaNet dataset focuses on enhancing
the feature quality.

4.3.3. Experimental analysis

In this subsection, we make in-depth analyses about the ex-
perimental results of our proposed GRL. Besides, we make more
experiments to analyze the advantages of the proposed method
and the contributions of each part of the proposed model.

To analyze each category’s specific retrieval performance, we
draw these histograms to show the MAP score of each category,
as shown in Fig. 14. The category information is extremely high-
level semantic and abstract on the Wikipedia dataset, such as
‘art’ and ‘history’, which are also difficult for our human beings
to distinguish. The experiment results show that some categories
obtain relatively low MAP scores, such as ‘history’, ‘art’, ‘royalty’,
and ‘literature’, which are consistent with our intuition. On the
NUS-WIDE-10k dataset, the categories ‘sky’ and ‘clouds’ obtain
the lowest MAP score. Compared with other categories, the dif-
ferences between these two categories are relatively semantic
indistinctness. On the Pascal Sentence dataset, most categories
can obtain relatively high MAP scores. However, a few cate-
gories have low performance, such as ‘cow’ and ‘sheep’. Therefore,
in future work, we need to extract more distinguishing fea-
tures to improve the cross-modal retrieval, especially for similar
categories.

We also show the plots of the two sub-loss functions and their
total sum loss values of the GRLN model, as shown in Fig. 15. We
can observe that the value of category supervision loss reduces
quickly with the growth of training iteration. On the Wikipedia
dataset, the loss Ljgpe; converges about 200 iterations, while the
loss Lgrqpn converges about 600 iterations. In our experiment, we
find that the retrieval accuracy on the validation dataset obtains
the highest value at about 300 iterations, where the plots of graph
loss generally become stable.

In the proposed GRL, the extracted features are critical to
the cross-media graph construction. To verify the effectiveness
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Table 3
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The MAP (@50) comparison of the cross-modal retrieval performance on Wikipedia dataset, NUS-WIDE-10k dataset, and Pascal Sentence dataset, calculated on the

top-50 returned results.

Dataset Task CCA Multimodal DBN Bimodal-AE  Corr-AE  JRL ~ CCA-3V JFSSL CMDN ACMR CMST CCL CM-GANs GRL
Image — Text 26.7 20.4 314 40.2 45.3 437 428 488 61.9 632 49.0 50.0 53.3
Wikipedia Tex — Image 222 183 29.0 39.5 400 383 396 427 48.9 50.5 61.3 62.1 65.0
Average 245 194 30.2 39.8 426 410 412 458 55.4 569 551 56.1 59.2
Image — Text 18.9 20.1 327 36.6 426 408 389 49.2 54.4 62.1 - - 67.9
NUS-WIDE-10k  Text — Image 18.8 25.9 36.9 41.7 376 374 496 515 53.8 58.6 - - 65.8
Average 189 230 348 39.2 40.1 39.1 443 504 54.1 604 - - 66.9
Image — Text 247 - - 48.9 504 316 - 53.4 53.5 62.1 59.2 612 732
Pascal Sentence Text — Image 24.8 - - 44.4 489 27.0 - 53.4 54.3 58.6 576 61.0 723
Average 248 - - 46.7 496 293 - 53.4 53.9 604 579 61.1 727

Table 4

The MAP (@all) comparison of the cross-modal retrieval performance on Wikipedia dataset, Pascal Sentence dataset, and PKU XMediaNet dataset, calculated on the

all returned results.

Dataset Task CCA CFA KCCA DCCA JRL LGCFL Deep-SM CMDN ACMR CCL CM-GANs GRL
Image — All 26.8 279 354 371 40.4 39.2 39.1 40.7 39.9 42.2 43.4 453
Wikipedia Tex — All 37.0 341 51.8 56.0 59.5 59.8 59.7 61.1 59.5 65.2 66.1 68.5
Average 31.9 31.0 43.6 46.6 50.0 49.5 49.4 50.9 49.7 53.7 54.8 56.9
Image — All 238 47.0 34.6 55.6 56.1 38.5 55.5 49.6 56.5 57.5 58.4 69.2
Pascal Sentence Text — All 30.1 49.7 429 65.3 63.1 42.0 65.3 62.7 62.5 63.2 69.8 70.6
Average 27.0 48.4 38.8 60.5 59.6 40.3 60.5 56.2 59.5 60.4 64.1 69.9
Image — All 254 31.8 29.9 433 50.8 314 35.1 50.4 57.0 55.2 58.1 68.1
PKU XMediaNet Text — All 25.2 20.7 18.6 47.5 50.5 54.4 338 56.3 54.8 57.8 59.0 59.0
Average 253 26.3 24.3 45.4 50.7 429 34.5 53.4 55.9 56.5 58.6 63.6
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Fig. 12. The feature visualization by t-SNE on PKU XMediaNet dataset.
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-
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Fig. 13. Some cross-modal retrieval examples on Wikipedia dataset. The instances in green border are successful cases, while the instances in red border are failures..
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 5

The MAP comparison of the cross-modal retrieval performance on MSCOCO

dataset.
Methods Image-text retrival

Image — text Text — image Average

CCA (FV HGLMM) 79.1 76.5 77.8
CCA (FV GMM+HGLM) 80.9 76.6 78.8
DVSA 80.5 74.8 77.7
m-RNN 835 77.0 80.3
m-CNN 76.7 81.3 82.1
DSPE 89.2 86.9 88.1
ACMR 93.2 87.1 90.2
GRL (without FTLN) 94.2 90.0 92.1
GRL (Full) 95.7 91.2 93.5
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of the feature transfer learning process, we set up comparing
experiments of original features and transferred features by dif-
ferent models. The MAP scores of this ablation study, as shown
in Table 8. We can observe that the GRL method’s performances
with the transferred features are better than with the original
extracted features. For a large dataset, the FTLN model plays a
more critical function in the cross-modal retrieval. For example,
on the PKU XMediaNet dataset, the GRL with the original feature
can only achieve the MAP score of 53.5, while the GRL with
the features in the latent space can obtain significant progress,
which improves the MAP score from 53.5 to 61.8. The experi-
mental results of various FTLN model are shown in Table 9. The
comparisons of various models show that a deeper network is
not certain to obtain better performance. For example, the MAP
scores of three fully-connected layers are lower than those of one
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or two fully-connected layers. The reason is that deep networks
may lead to overfitting, which will decrease the performance of
the testing dataset. We can conclude that a simple model can
obtain remarkable performance for the features extracted from
the pre-trained VGG19 and BoW models.

Furthermore, because the simple k-nearest neighbor algorithm
is adopted to construct the cross-modal graph, we need to study
the influence of the value of k and then find the most proper
k for different datasets. The experimental results with various
values of k are shown in Table 10. We can observe from the table
that it cannot obtain the optimal cross-modal retrieval accuracy
if the value of k is too large or too small. Besides, we plot the
MAP curves of different k, as shown in Fig. 16. For the Wikipedia
dataset, we can conclude that the most proper value of variable
k is about 15. Because the size of the Pascal Sentence dataset
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is relatively small, the most proper value of k is about 5. For
the other three datasets, NUS-WIDE-10k dataset, PKU XMedia
dataset, and PKU XMediaNet dataset, the most proper values of
k are 20, 50, and 50, respectively. In general, for a larger scale
dataset, the value of k should be bigger.

During the optimization of GRLN, the training balance of the
supervised loss and unsupervised loss is vital for the performance
of the proposed approach. We do more parameter analysis exper-
iments to explore the impacts of these parameters «g and «; on
Wikipedia dataset. All of the two parameters vary from 0 to 9 (0,
1, 3, 5, 7, 9). The experimental results of parameter sensitivity
analysis are shown in Fig. 17. The first sub-figure shows that
the proposed method can achieve relatively better performance
only with the unsupervised loss. We can observe from the second
sub-figure that the performance is relatively robust when varies
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Table 6
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Quantitative evaluation results of the cross-modal retrieval on Wikipedia, NUS-WIDE-10k, Pascal Sentence, PKU
XMedia, PKU XMediaNet, and MSCOCO dataset in terms of Recall@K (R@K).

Image-text retrival

Text-image retrieval

Dataset
R@1 R@5 R@10 R@1 R@5 R@10 R@sum
Wikipedia 48.9 60.8 62.9 734 94.1 97.0 437.2
NUS-WIDE-10k 61.6 79.6 84.1 65.7 75.9 79.1 446.0
Pascal Sentence 97.0 100.0 100.0 94.0 100.0 100.0 591.0
PKU XMedia 91.2 92.6 95.4 95.4 96.0 96.0 564.0
PKU XMediaNet 76.7 813 82.1 68.7 71.7 723 452.9
MSCOCO 90.0 95.0 96.1 95.4 98.6 99.1 574.3
Table 7 100 i i i i
The MAP (@all) scores of the multi-modal cross-modal retrieval performance %0l q
(bi-directional retrieval) on PKU XMedia dataset and PKU XMedianet Ddataset.
Dataset PKU XMedia PKU XMediaNet _8or ]
Image — Text 896 56.5 ©0p om0y ]
Image — Video 55.5 327 £ ol ) I et
Image — Audio 489 19.1 5 PO S S - —-—--g
Image — 3D 72.2 29.7 8 50O mREml e O g
Text — Image 918 56.9 2 LT , |
Text — Video 59.8 27.8 a
Text — Audio 51.2 16.8 % 30r s
Text ->3D 7556 265 =l P sntence. |
Video — Image 55.6 344 — — NUS-WIDE-10k
Task Video — Text 60.0 279 10} PKU XMedia
Video — Audio 37.0 144 PKU XtediaNet
Video — 3D 54.9 225 o 10 2 30 20 S0
Audio — Image 49.4 20.1 Number of neighbors
Audio — Text 53.3 16.5
Audio — Video 37.6 14.7 Fig. 16. The MAP scores of different number of neighbors on Wikipedia dataset,
Audio — 3D 47.6 16.3 NUS-WIDE-10k dataset, Pascal Sentence dataset, and PKU XMedia dataset.
3D — Image 64.5 29.8
3D — Text 68.5 24.4
3D — Video 46.2 19.8
3D — Audio 37.1 15.2 a low-dimensional vector. Compared with traditional common
Average 578 26.1 space learning methods, the GRL processes the relationships of

the value of «. In addition, the MAP scores are higher than the
results of the control groups. The third sub-figure indicates that
the model cannot be optimized without the unsupervised loss
Lgrapn- The last sub-figure shows that the cross-modal retrieval
performance decreases if enlarge the weight of unsupervised loss
function (from 1 to 9). Comparing the first and the third sub-
figures, we can draw a conclusion that the unsupervised loss
can optimize the model independently while the supervised loss
cannot. In general, the large weight of the supervised loss and
small weight of the unsupervised have better robust and higher
evaluation scores.

The experimental results of cross-modal retrieval indicate that
the proposed GRL outperforms the state-of-the-art approaches.
From the experimental results and the above analyses, the rea-
sons can be concluded as the following: (1) The GRL bypasses
the heterogeneity gap by reconstructing the original feature and
their relationships into a cross-modal graph, which is the crucial
part of the proposed method. Then, the GRL adopts a node-
to-vector strategy to embedding the vertex on the graph into
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original data instead of processing the extremely complex original
features. Precisely because of the complexity of original features,
there is a huge heterogeneity gap among different modalities,
which improves the difficulty of cross-modal retrieval. Therefore,
embedding the vertexes into a shared space is simpler than
mapping the original data into an aligned representation space.
(2) Before constructing the cross-modal graph, we first project
the originally extracted features by five FTLN models, which
consists of fully connected networks respectively. This step aims
at transferring the original features into a latent space, where
the use of cosine similarity to construct the cross-modal graph is
reasonable. Therefore, the constructed graph can more reasonably
represent the original data and their relationships. (3) During the
graph optimization process, we adopt a distance minimization
strategy if the two instances are in the k-nearest neighbors to
learn the graph context. After sufficient game between different
neighbors, the unlabeled graph vertexes will be embedded into
a certain label space. The experimental results indicate that the
value of variable k influences retrieval accuracy. In general, the
value of k is determined by the size of the dataset.
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Fig. 17. A sensitivity analysis of the balancing parameters.
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Table 8
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MAP (@all) comparisons of ablation study (without FTLN and full model) for cross-modal retrieval (bi-directional retrieval and

all-modal retrieval) on the five datasets.

Dataset Bidirectional retrieval Without FTLN Full All-modal retrieval Without FTLN Full
Image — Text 53.2 54.7 Image — all 45.0 453
Wikipedia Text — Image 48.2 50.0 Text — all 64.3 68.5
Average 50.7 523 Average 54.7 56.9
Image — Text 54.4 57.9 Image — all 58.2 59.4
NUS-WIDE-10k Text — Image 55.2 59.4 Text — all 52.9 57.3
Average 54.8 58.7 Average 55.6 58.4
Image — Text 66.4 71.6 Image — all 66.9 69.2
Pascal Sentence Text — Image 66.4 70.9 Text — all 68.1 70.6
Average 66.4 713 Average 67.5 69.9
Image — Text 88.4 91.3 Image — all 87.4 89.1
PKU XMedia Text — Image 88.7 92.7 Text — all 89.9 94.4
Average 88.5 92.0 Average 88.7 91.7
Image — Text 534 61.2 Image — all 63.1 68.1
PKU XMediaNet Text — Image 53.6 62.3 Text — all 48.6 59.0
Average 535 61.8 Average 55.9 63.6

Table 9

MAP (@all) comparisons of various type of FTLN models for cross-modal retrieval (bi-directional retrieval) on the five datasets.

Dataset Bidirectional retrieval Without FTLN Fine-tune VGG19 1 FC layer 2 FC layers 3 FC layers
Image — Text 53.2 53.7 535 54.7 54.3
Wikipedia Text — Image 48.2 48.2 48.6 50.0 48.5
Average 50.7 50.9 51.0 52.3 514
Image — Text 54.4 57.6 57.2 57.9 55.8
NUS-WIDE-10k Text — Image 55.2 58.0 58.5 59.4 58.4
Average 54.8 57.8 57.9 58.7 57.0
Image — Text 66.4 67.6 711 71.6 68.2
Pascal Sentence Text — Image 66.4 67.4 69.8 70.9 67.7
Average 66.4 67.5 70.5 713 68.0
Image — Text 88.4 - 88.9 91.3 86.8
PKU XMedia Text — Image 88.7 - 90.4 92.7 87.3
Average 88.5 - 89.7 92.0 87.1
Image — Text 53.4 - 61.2 60.8 57.6
PKU XMediaNet Text — Image 53.6 - 62.3 60.4 58.4
Average 535 - 61.8 60.6 58.0
Table 10
The MAP (@all) comparisons of different number of k on the five datasets.
Dataset Bidirectional retrieval Number of neighbors
3 5 10 15 20 30 40 50
Image — Text 48.7 525 531 543 533 53.6 533 52.5
Wikipedia Text — Image 424 45.7 474 48.8 48.4 46.9 47.8 47.5
Average 45.5 48.9 50.2 52.3 50.8 50.2 50.5 50.0
Image — Text 49.6 54.3 56.3 57.1 57.9 57.0 57.1 56.9
NUS-WIDE-10k Text — Image 51.2 55.2 57.5 58.4 59.4 58.4 58.0 57.9
Average 50.4 54.7 56.9 57.8 58.7 57.7 57.6 57.4
Image — Text 69.8 71.6 71.2 68.3 67.4 65.5 65.5 64.0
Pascal Sentence Text — Image 69.6 70.9 69.4 68.5 67.8 67.0 65.2 66.0
Average 69.7 713 70.3 68.4 67.6 66.3 65.4 65.0
Image — Text 85.7 89.6 90.5 89.1 88.7 89.2 89.0 91.3
PKU XMedia Text — Image 87.1 89.1 90.6 89.9 89.4 89.5 90.7 92.7
Average 86.4 89.4 90.6 89.5 89.2 89.4 89.9 92.0
Image — Text 55.9 57.8 60.1 59.8 60.2 60.2 60.5 61.2
PKU XMediaNet Text — Image 56.8 57.7 60.0 59.6 60.2 60.7 61.5 62.3
Average 56.4 57.8 60.1 59.7 60.2 60.5 61.0 61.8

5. Conclusion

This paper presents a simple but effective approach called
Graph Representation Learning (GRL) for cross-modal retrieval.
This method inherits the previous cross-modal retrieval idea that
maps the different types of media data features into aligned
representation space. However, we realize this idea by graph
embedding strategy, which first reconstructs the original data
into a cross-modal graph and then embeds each vertex into a low-
dimensional vector in common representation space. Besides, to

make the cross-modal graph more reasonable for representing
original features and their relationships, we design an FTLN model
to transfer the original feature into latent hidden feature. The
graph connections consist of three parts, semantic connection and
pairing connection of training set, and similar local connections
for all instances. By embedding the nodes into unique vectors,
the features of various modalities are located in the aligned rep-
resentation space. Compared with the state-of-the-art methods,
the experimental results show that the proposed method obtains
excellent performance.
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